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ABSTRACT
In this paper, we introduce the concept of a spoken dialogue system,
which aims to recognize user eating behaviors during meals and
promotes healthier eating habits by engaging users in an interac-
tive co-dining experience. To provide an intuitive and more natural
access, this information is integrated into a natural conversation
with the user. Therefore, we conducted a preliminary study to ex-
plore how a human-like virtual avatar’s eating speed affects the
eating pace of a co-dining user. The results indicate that dining
together with an avatar reduces the user’s feeling of loneliness
and enhances the overall satisfaction and enjoyment of the meal.
Therefore, this work represents an important step toward realizing
engaging co-dining experiences with human-like avatars and pro-
vides new insights into the future design of IoT systems to support
solitary dining and health recommendations.
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1 INTRODUCTION
Sharing meals with someone is an essential aspect of human daily
routines. Eating together, referred to as “commensality”, imbues
individuals with a sense of comfort and thereby stimulates their
communicative capabilities. Moreover, commensality plays a piv-
otal role in strengthening bonds between humans and further sup-
ports the development of individual taste preferences [3]. However,
due to recent societal influences, such as those brought about by
the COVID-19 pandemic, including rising rates of late marriages
or decisions to remain unmarried, the proportion of people eating
alone (“solitary dining”) has noticeably increased. The prevalence of
solitary dining has accelerated the diversification of dietary habits,
enticing individuals toward unhealthy food choices and eating be-
haviors. This skewness in dietary habits comes with various disad-
vantages in terms of health, nutrition, and social interactions [20].
Concerning health drawbacks, there is an increase in potential
risks for obesity and metabolic syndrome [10]. Moreover, solitary
eating is associated with a higher prevalence of unhealthy eating
behaviors [23], and a reduction in meal variety [24]. The domain
of Human Food Interaction (HFI) [1, 19] specifically emphasizes
reimagining human-food relationships through the augmentation
of dining experiences via technological innovations. However, cur-
rent research in this field focuses on enhancing sensory food ex-
periences through multisensory approaches. However, at current,
the majority of research is related to multisensory experience ap-
proaches that alter or enhance the sensory experience of food, and
there are very few examples of the development of systems that aim
to fundamentally change attitudes and establish a healthy diet. In
contrast, in our research, we aim to convey healthy dietary knowl-
edge within a natural spoken interaction during a shared meal
between an avatar and a human user.

To achieve this, we will construct and evaluate a voice dialogue
system that facilitates high-affinity interactions during meals and
provides users with valuable information on healthy eating. The
proposed system is composed of a mechanism that recognizes eat-
ing behaviors and a voice dialogue system furnished with dietary
knowledge. By engaging in shared meals through this system, we
aim to mitigate the issues associated with solitary dining and en-
hance users’ dietary intake behaviors and their knowledge about
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meals. In this paper, we will elucidate the design and implemen-
tation of the proposed voice dialogue system and report the pre-
liminary experimental findings regarding the influence that shared
meals exert on individuals.

The remainder of the paper is as follows: after an overview of re-
lated work in Section 2, Section 3 gives an overview of the proposed
dialogue system. In Section 4 and Section 5 our preliminary study
and respective results are described, followed by a brief conclusion
and outlook on future work in Section 6.

2 RELATEDWORK
Research in the domain of Human-Computer Interaction (HCI) re-
lated to dining can be categorized into different approaches [26].
The first approach focuses on leveraging various sensory experi-
ences to alter or enhance the taste of food. The second approach
focuses on using technology to address the issue of solitary eating
among individuals. The third aims to channel individuals towards
adopting healthier eating habits.

2.1 Enhancing the Taste Experience
In the field of Human-Computer Interaction (HCI), various methods
for enhancing the taste and flavor perception of food have been
proposed. These include approaches such as using Galvanic Taste
Stimulation (GTS) from both inside and outside the oral cavity to
enhance saltiness [15], studies demonstrating the induction of dif-
ferent tastes by electrically stimulating the taste receptor system on
the tongue [21], and research altering taste by presenting scents to
the olfactory senses [12, 13]. Furthermore, in existing HCI research,
the focus has primarily been on visual elements, with methods
proposed for manipulating the appearance and visual aspects of
food. For instance, systems have been developed to control satiety
by altering the quantity of food consumed using Head-Mounted
Displays [17]. Similarly, Projection Mapping techniques have been
explored to change the visual aspects of food and the dining envi-
ronment [22].

2.2 Expanding Solitary Dining Experience
Commensality refers to the act of eating together or sharing a
meal at the same table [5]. Due to recent societal changes the time
people spend dining with family or friends is notably decreasing.
Consequently, the phenomenon of solitary dining, has emerged
as an issue. Often, eating alone is perceived as not particularly
pleasurable [9]. Nonetheless, eating alone has become a familiar
routine in modern life, leading to individualized meal patterns and
changes of commensality [28]. To address the problem of solitary
eating, in the context of HCI, efforts have been made to incorporate
communication into the dining experience as a part of digital or
computer-enhanced commensality.

For instance, systems have been proposed that bridge the time
and spatial distance between diners in remote locations [18, 25, 27].
Numerous interactive dining tables have been introduced, enabling
unique interactions with fellow diners [4, 14]. Furthermore, there
have been systems designed to create artificial dining companions
instead of human ones [7].
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Figure 1: System Overview

2.3 Eating Behavior
For promoting healthier eating habits, behavioral interventions,
such as slowing down the speed of eating [2, 11] and increasing
the number of chews before swallowing, have been suggested [29].
Nakamura et al. developed the eat2pic system, which leverages
visual cues by reframing the act of eating into a task of coloring a
picture, thus advocating healthier dietary practices [16]. Moreover,
wearable devices like Slowee, which signals users through light
and vibrations when they eat too fast, have been proposed [8].
Sensing forks that vibrate to alert users, particularly those who
self-identify as fast eaters, aim to raise awareness and regulate
eating speed [6]. While there have been studies aimed at enhancing
taste and dining experience using information technology, there
are very few examples of systems targeting a foundational shift
in consciousness and the establishment of a consistently healthy
dietary lifestyle.

3 PROPOSED SYSTEM
In order to be able to detect unhealthy eating habits, the system
needs to be equipped with the respective sensors and processing
capabilities to analyse the user behavior in real-time. Therefore,
we aim for a robust design that enhances the accuracy of sensor
recognition during food intake, which enables the system to be
easy to use in everyday life. Additionally, to provide valid and
well-considered health and food information, an integration of
an appropriate knowledge source is necessary. In a first step the
system shall guide users towards acquiring correct food knowledge,
especially to avoid unhealthy food choices and rapid consumption.

In more detail, the proposed system consists of five components:
PC, a monitor, a webcam, a depth camera 1 and a microphone. The
first, using the depth camera positioned at the top of the monitor,
the system captures the user’s eating behaviors. This technology
allows for the detection of the user’s skeletal movements, enabling
the system to recognize the meal’s pace and chewing frequency
without the need for sensors on the tableware (Figure 1, A). The
second, voice inputs from the user are captured by a microphone
and processed through Google’s speech-to-text API (Figure 1, B).
The third, facial recognition is performed using a webcam to recog-
nize the user’s emotions, the outcomes of which determine whether
to maintain the dialogue and if the user acknowledges the content
1https://store.intelrealsense.com/buy-intel-realsense-depth-camera-d457.html?-
1504367728.1664317294
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Figure 2: Experiment Scene

of the conversation (Figure 1, C). The fourth, on the screen, an
anthropomorphic avatar joins the user in dining. Based on the data
obtained from the user’s eating speed in part A, the avatar’s eating
pace is adjusted, effectively guiding the user towards a healthier eat-
ing rhythm (Figure 1, D). Finally, the system then crafts a response
for the user. By using the recognition outcomes from parts A,B and
C, the system, through ChatGPT, generates feedback concerning
healthy eating habits (Figure 1, E). This feedback is presented to the
user via the avatar shown in Figure 1, D. Furthermore, to optimize
the voice recognition rate from Figure 1, B, the system is designed to
encourage the user to speak at moments when they aren’t chewing,
based on the data (Figure 1, A). This approach minimizes potential
recognition errors, paving the way for a robust system design. To
investigate the impact of the proposed system on dietary behavior
and the acquisition of healthy eating knowledge, we conducted
pre- and post-experiment surveys on health literacy. Furthermore,
we examined the influence of users’ nationality and culture and
evaluated how information technology interventions may lead to
varying outcomes based on user attributes.

4 PRELIMINARY STUDY
To examine whether sharing a meal with an avatar alleviates the
feeling of loneliness during solitary dining, we conducted a prelim-
inary experiment. The study involved ten male participants in their
twenties (average age = 22.7). A lunch box was provided, and all
participants consumed the same meal during each experiment. The
experiment consisted of two sessions. In the first session, partici-
pants ate alone, engaging in activities such as using their mobile
phones or watching videos, simulating their typical dining expe-
rience. In the second session, participants shared the meal with
an avatar (Figure 2). The avatar engaged in casual conversation,
discussing everyday topics, hobbies, and making statements like a
human would. Throughout the experiment, the participants’ meal-
time interactions were recorded with cameras. After the meal the
participants were asked to complete a questionnaire. The question-
naire utilized a 7-point Likert scale and consisted of four items (Q1:
How enjoyable was your mealtime experience? Q2: How lonely did
you feel during the meal? Q3: Were you able to savor the taste of
the meal? Q4: How satisfied were you with the meal?).
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Figure 3: Result of Experiment

5 RESULTS
The results are illustrated in Figure Figure 3. The results indicate
that, compared to solitary dining, sharing a meal with an avatar
tends to reduce feelings of loneliness and increase satisfaction dur-
ing the mealtime. However, it was observed that dining alone re-
ceived higher ratings for the enjoyment of mealtime and the per-
ception of taste. In other words, the practice of dining with some-
one, even if they are not human, may be an effective method for
mitigating feelings of loneliness. Additionally, the decrease in meal-
time satisfaction can be attributed to respondents who reported
feeling better mentally when eating while conversing with others.
Conversely, some users expressed feelings of tension during avatar-
mediated dining, stating uncertainty about who was behind the
avatar. Others mentioned that they found dining alone to be more
mentally enjoyable compared to dining with an avatar.

This experiment has revealed several expectations that users
have towards avatars. It was found to be challenging for avatars to
evoke the same level of familiarity as humans. On the other hand,
users expressed a desire for avatars that can provide new insights
into topics related to their interests and hobbies. In this experi-
ment, we employed a format where avatars were questioned about
mealtime and hobbies. However, there is a potential need for future
experiments to investigate the receptiveness of avatars in providing
insights into these topics. Furthermore, since the participants in
this study consisted only of males in their twenties, it is essential to
broaden the participant pool to include females and individuals of
varying age groups in future experiments. Additionally, exploring
the impact on individuals who have limited opportunities for daily
conversation, such as elderly persons, would be a valuable avenue
for further research.

6 CONCLUSION
In this work, we proposed a spoken dialogue system designed to
foster high-affinity interactions during meals, particularly during
shared dining experiences. One of its main purposes is to address
the issue of solitary dining, improve the eating behaviors of users,
and provide them with knowledge about healthy eating habits. In
an initial experiment we investigated the impact of dining alone
versus dining with an avatar. The results indicated that sharing
meals reduced feelings of loneliness and increased satisfaction with
mealtime. However, the relationship between avatar and human is
crucial, as dining with an avatar, who is not perceived as a friend,
induced feelings of tension and thus, less pleasure. This valuable



IoT 2023, November 7–10, 2023, Nagoya, Japan D.Mayumi et al.

insight into the user expectations concerning co-dining avatars will
serve as a basis for designing the system proposed in this work and
thus, contribute to the development of future IoT technologies in
the context of Human Food Interaction.
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