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Abstract—Smart tourism is attracting attention of researchers
in recent years. Its technologies can be used by tourists in order to
obtain useful information during sightseeing with smart devices
etc. To provide suitable and personalized tourism information
according to the situation of tourists, understanding psycholog-
ical status during sightseeing, especially, emotional status and
satisfaction level, is important. We assume that the psychological
status of tourists is appearing and represented through uncon-
scious behaviors during sightseeing such as head/body move-
ments and facial/vocal expressions, and have proposed methods
to estimate emotion and satisfaction statuses by sensing and
analyzing tourists’ behaviors. Through in-the-wild experiments
with 22 participants, we found that the difference in tourists’
attributes might give effects for the estimation. In this paper,
we have statistically analyzed those effects, focusing on tourists’
nationality. As a result of the two-way ANOVA (analysis of
variance), we found the interaction effect (disordinal interaction)
between tourists’ nationality and estimation performance, the
main effect in differences of features, and the main effect in
differences of tourists’ nationality. The results imply that we need
to take tourists’ nationality into account for building estimation
models.

Index Terms—ubiquitous computing, emotion recognition, sat-
isfaction estimation, contextual modelling, wearable computing,
smart tourism

I. INTRODUCTION

With the spread of smart devices, including smartphones and
wearable devices, people can find various real-time living envi-
ronmental information (e.g., weather, roadway traffic volume),
which are helpful in daily life. By providing dynamic tourist
guidance in consideration of such environmental context,
tourists can acquire useful information during sightseeing [1],
[2]. However, current services such as navigation systems,
recommender systems do not necessarily reflect the tourist’s
sensation (e.g., emotion, satisfaction level). To provide richer
content, not only environmental information but also the real-
time psychological perspective of tourists should be considered
as shown in Fig. 1.

This research was funded by Japan Society for the Promotion of Science
KAKENHI (grant number 19K24345) and the technology transfer project
“Do it yourself, but not alone: Companion Technology for DIY support” of
the Transregional Collaborative Research Centre SFB/TRR 62 “Companion
Technology for Cognitive Technical Systems” funded by the German Research
Foundation (DFG).

Guide book,
Website...

o

Smart
Tourist Guide

Psychological context

|euompel).

Dynamic tourist information

Congestion degree, Event info,
Weather info, transportation info...

>
Emotion, Satisfaction...

&::%3 <_J
v

Fig. 1. The paradigm in tourist guidance systems, and the objective of our
research project.
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Therefore, we are examining a method for estimating the
psychological status of tourists during sightseeing based on
objective data collection. In this study, it is presumed that
the psychological status of tourists appears in the form of
unconscious behaviors during sightseeing, such as head/body
movements, facial expressions, and vocal expressions. We
hypothesize that the emotion and satisfaction estimation model
might be built by using these clues. In our research so
far [3], [4], we have proposed the estimation method of the
psychological status for each tourist spot (session) as shown
in Fig. 2, based on sensing of tourist’s unconscious behavior
using multiple wearable devices (eye tracker, motion sensor)
and smartphone (camera). Such devices are not common at
this moment yet, we assume more various wearable devices
will be available as consumer devices in the near future
such as smart glasses, smartwatches, smart shoes, which have
capabilities for sensing physical/physiological data used in this
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Fig. 2. Workflow of tourists emotion and satisfaction estimation. This figure
includes the figure taken from our previous paper [3].

study.

Through the evaluation of our estimation model on in-the-
wild experiments with 22 participants including Japanese and
Russian on two touristic areas (Ulm, Germany and Nara,
Japan), we found that the difference in tourists’ attributes
might give effects for the estimation. In this paper, we have sta-
tistically analyzed that effects, especially focusing on tourists’
nationality. As a result of the two-way ANOVA (analysis
of variance), we found (1) the interaction effect (disordinal
interaction) between tourists’ nationality and estimation per-
formance, and the main effect in differences of features, and
(2) the main effect in differences of tourists’ nationality.

This paper is organized as follows. The related work is
provided in Section II, and collected data to be used for
analysis is explained in Section III. In the Section IV, we
summarize the evaluation results as the reference for the
performance of our estimation model. Then, we analyze the
statistical significance between tourists’ nationality and these
results. Finally Section V concludes this paper.

II. RELATED WORK

There is a lot of research in the area of emotion recognition
and satisfaction estimation. To recognize such a psychological

status of the user, audio and visual information are often used
as popular modalities [S]-[8]. Also, physiological features [9],
[10] and physical features [11]-[14] are also used for emotion
recognition. In addition, the estimation performance might
be improved by using multimodal features [15]-[18]. Even
though such system performs relatively good, they are often
working only with acted data, collected in laboratory condi-
tions, and are having troubles with in-the-wild data [19].

In addition, in the study of emotion recognition based
on sensing technologies, it has been revealed that the form
of emotional expression may differ depending on nationality
[20]-[22]. This study aims to estimate the psychological status,
e.g., emotions, by focusing on the unconscious behaviors that
tourists are taking during sightseeing [3]. Hence, it is assumed
that tourists’ attribute including nationality has an influence on
estimation.

In the following section, we will statistically analyze the
influence of nationality on the emotion and satisfaction esti-
mation model during a touristic activity.

III. TOURIST BEHAVIOR DATA AND PSYCHOLOGICAL
STATUS DATA DURING SIGHTSEEING

This section provides an overview of a dataset including
tourist behavior data and psychological status data which are
collected during sightseeing.

To collect a dataset, we conducted experiments in real-world
conditions in two touristic areas that have completely different
conditions. The first one is the center of Ulm, Germany. The
sights are surrounded by common city buildings and may be
crowded depending on the time. The approximate length of
the route is 1.5 km, divided into eight sessions. The second
area is Nara Park, the historic outskirts of Nara, Japan. The
route through the area includes many scenic and religious
buildings (e.g., temples and shrines) that are located in nature.
The approximate length of the route is 2 km, divided into
seven sessions.

We have conducted this experiment with 22 participants: age
range—22-31 years old (average age is 24.3); nationalities—
12 Japanese, 10 Russian; gender—17 males, 5 females. We
selected these nationalities as they comprise the two largest
clusters of participants in our dataset. The full version of the
dataset consists of recordings from people with other nation-
alities as well, but their number is insufficient for analysis. In
total, we have 183 sessions (approx. 25 hours): 143 sessions
with 17 participants (10 Russians, 7 Japanese) in Germany,
40 sessions with 5 participants (all Japanese) in Japan.

A. Dataset of tourist behavior

In this study, we employ three sensor data to collect tourists’
behavior. A summary of collected data from tourists during
sightseeing are described in following sections. Then, we
derive features from this data as shown in Table I. These
features are later used as an input to our models for emotion
and satisfaction recognition. For more detail explanation of
data, features, and derivation processes, see our previous

paper [3].



TABLE I
FEATURES DERIVED FROM BEHAVIOR DATA DURING THE SIGHTSEEING.

Feature Description

Intensity of eye-movement (average)

Eye movement Statistical values of eye-movement (average, standard
deviation)

* Values calculated with time window of 1, 5, 10, 20, 60, 120, 180, 240 sec.

Count of turning face toward upper direction (/sec)

Time interval of turning face toward upper direction
(average, standard deviation)

* These values also calculated for right, left, lower direction.

Count of turning face toward upper/lower direction
(/sec)

Time interval of turning face toward upper/lower
direction (average, standard deviation)

Head movement

Intensity of turning face toward upper/lower direction
(average, standard deviation)

* These values also calculated for right/left direction.

Count of turning face toward upper/lower/right/left
direction (/sec)

Footstep count (/sec)

Time interval per one footstep (average, standard

Body movement deviation)

Intensity of footsteps (average, standard deviation)

Audio Low-level descriptors (LLDs)
(vocal expression) * 65 LLDs which can be extracted by using openSMILE [23]
Video Action Units (AUs) [24], [25]

(facial expression) * AUs (01, 02, 04, 05, 06, 07, 09, 10, 12, 14, 15, 17, 20, 23, 25, 26, 28, 45)

which can be extracted by using OpenFaLe [26], [27].

1) Eye movement: Due to tourists mainly acquire informa-
tion during sightseeing through the sense of sight, it is assumed
that eye movements reflect his/her interests naturally. To
collect eye movement data of tourists during sightseeing, we
employ Pupil Labs Eye Tracker [28] with two infrared global
shutter eye cameras. As features, we use statistical values
calculated from theta and phi values of eye-ball movement,
which represent a normal pupil as a 3D circle in spherical
coordinates.

2) Head/body movement: After gaining interest, it is sup-
posed that tourists will take some actions, e.g., looking up, and
walking slower. To obtain such actions, we employ SenStick
multi-sensor board [29] with inertial sensors. As features, we
use head tilt derived by gyroscope data; and as a feature
of body movement, we use a footstep count calculated by
accelerometer data.

3) Selfie movie (audio, video): In general, many tourists
might take photos and movies of tourist spots during sight-
seeing. Additionally, the selfie photo/movie is coming to be
popular due to the widespread social networking services
(SNS; e.g., Instagram, Twitter, and Facebook). Hence, audio-
visual data can be used for tourist emotion and satisfaction
estimation. To extract features for building the model, we use
OpenSMILE [23] and OpenFace [27] which are open-source
toolkits.

TABLE II
PERFORMANCE OF EMOTION AND SATISFACTION ESTIMATION USING ALL
DATA OF PARTICIPANTS.

Emotion Satisfaction
Feature used for (UAR) (MAE)
building estimation model Ave. SD Ave. SD
Eye movement 0432 0.073 | 1.124 0.178
Head/body movement 0428 0.070 | 1.187 0.170
Behavioral cues
(eye + head/body movement) 0496 0.130 | 1.171 0.188
Audio (vocal expression) 0.410 0.069 | 1.124 0.154
Video (facial expression) 0.404 0.092 | 1.101  0.155
Audiovisual data
(audio + video) 0431 0.098 | 1.108 0.165
Feature-level fusion 0.465 0.097 | 1.204 0.195
Decision-level fusion 0.485 0.098 | 1.076 0.134

B. Psychological status data

To represent the psychological status of tourists during the
sightseeing, we employed two types of metrics: emotional
status and satisfaction level. Tourists could manually enter the
ratings of the session at the end of each session using smart-
phone application. The details of each metric are described as
follows:

1) Emotional status: To represent the emotional status of
tourists, we have employed the two-dimensional map defined
on Russell’s circumplex space model [30]. We divided this
map into nine emotion categories and classified them into
three emotion groups as follows:

Positive: Excited (0), Happy/Pleased (1), Calm/Relaxed (2)
Neutral: Neutral (3)

Negative: Sleepy/Tired (4), Bored/Depressed (5), Disappointed (6),
Distressed/Frustrated (7), Afraid/Alarmed (8)

2) Satisfaction level: To represent the satisfaction level
of tourists, we have employed the Seven-Point Likert scale.
The Japanese government (Ministry of Land, Infrastructure,
Transport, and Tourism) uses this scale as the official method
for evaluating the satisfaction level of tourists. Tourists could
choose their current satisfaction level between 0 (fully unsat-
isfied) and 6 (fully satisfied). A neutral satisfaction level is 3
and it should approximately represent the psychological status
of the tourist at the beginning of the experiment.

IV. TOURISTS’ NATIONALITY EFFECTS ANALYSIS

A. Overview of estimation performance evaluation

We have built the emotion and satisfaction estimation model
using the tourist behavior data and the psychological status
labels mentioned above. The model training scheme has been
proposed in our previous paper [3]. For the emotion estimation
model, a 3-class classification model of Positive, Neutral,
and Negative emotions has been built. For the satisfaction
estimation, a regression model for predicting values in the
range of 0—6 has been built.



TABLE III
PERFORMANCE OF EMOTION AND SATISFACTION ESTIMATION (BY NATIONALITY OF PARTICIPANTS).

Emotion (UAR) Satisfaction (MAE)
Feature used for - -
building estimation model Japanese Russian Japanese Russian
Avg. SD Avg. SD Avg. SD Avg. SD

Eye movement 0438 0.086 | 0.426 0.061 | 1.001 0.142 | 1.248 0.114
Head/body movement 0417 0.082 | 0438 0.056 | 1.198 0.228 | 1.176  0.093
Behavioral cues (eye + head/body movement) | 0.415  0.067 | 0.576 0.129 | 1.093 0.237 | 1.249 0.071
Audio (vocal expression) 0.447 0.069 | 0372 0.048 | 1.032 0.098 | 1.217 0.146
Video (facial expression) 0463 0.098 | 0.346 0.027 | 1.019 0.110 | 1.184 0.152
Audiovisual data (audio + video) 0445 0.092 | 0417 0.106 | 1.014 0.106 | 1.201  0.164
Feature-level fusion 0423 0.048 | 0.507 0.117 | 1.124 0.239 | 1.285 0.095
Decision-level fusion 0473 0.064 | 0.496 0.125 | 0.995 0.103 | 1.157 0.112

The evaluation results of the built model are shown in
Table II. As an evaluation metric, unweighted average recall
(UAR) was used for emotion estimation in consideration of
the fact that the number of psychological status labels was
not uniform, and mean absolute error (MAE) was used as
an evaluation index for satisfaction estimation. A detailed
explanation is provided in our previous paper [3]. Each row of
Table II represents the evaluation result for each feature used
when building the model. In addition, feature-level fusion is
a fusion method that builds a single model using all features,
and decision-level fusion is a fusion method to get the final
result by a combination of estimates from models built using
each feature. As a result of Table II shows that it is possible
to estimate emotion with 49.6% of UAR and satisfaction with
1.1 of MAE.

This experiment has employed participants with two nation-
alities, Japanese and Russian. Table III shows the results of
the evaluation of emotion and satisfaction estimation models
according to the nationality of tourists. We found differences in
the best performances of emotion estimation between different
nationalities (for Japanese, the highest UAR of 47.3% has been
obtained using decision-level fusion, and for Russian, the high-
est UAR of 57.6% has been obtained using behavioral cues).
Regarding satisfaction estimation, the best performances of
0.995 (Japanese) and 1.157 (Russian) have been obtained using
decision-level fusion. However, in most cases, the MAE for
the Russian group tends to be larger than Japanese group. In
the next section, we confirm these observations with statistical
analysis.

B. Statistical analysis

Through the evaluation, we found differences in estimation
performance between the Japanese and Russian groups. Here,
we conduct statistical analysis of the results mentioned above
(Table III) to confirm the effects on the accuracy of estimation
by nationality of tourists. As an analysis method, we have
employed the two-way ANOVA which is a statistical test
method used to determine the effect of two factors, e.g., effects
by an independent factor, synergy and disordinal interaction
of two factors.
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Fig. 3. Interaction plots for the nationality effect of emotion estimation results.

TABLE IV
RESULT OF TWO-WAY ANOVA IN EMOTION ESTIMATION.

TSS DF  F-value | p-value

Main effect (nationality) | 0.002 1.0 0.286 0.594
Main effect (feature) 0.162 7.0 3.208 0.003 *
Interaction effect 0.270 7.0 5.355 0.000 *

* TSS: Total Sum of Squares, DF: Degree of Freedom.

1) Emotion estimation: The interaction plots for the nation-
ality effect of emotion estimation results are shown at Fig. 3.
Then, Table IV shows the result of the two-way ANOVA for
emotion estimation results.

As a result of the analysis, the main effect of the tourist’s
nationality is not significant, but the main effect of the feature
used for building the estimation model is significant. Further-
more, the interaction effect is significant. It suggests the main
effect of the tourist’s nationality is canceled by this interaction
(disordinal interaction).

Then, due to the interaction significance, we analyze in de-
tail for whole groups of used features. As an analysis method,



TABLE V
RESULT OF TUKEY-KRAMER TEST IN EMOTION ESTIMATION.

Feature MD L U Sig.
Eye movement -0.012  -0.082  0.059 False
Body movement 0.021 -0.045  0.088 False
Behavioral cues
(eye + head/body movement) 0.161 0.065 0.258 True
Audio (vocal expression) -0.075  -0.131  -0.020 True
Video (facial expression) -0.117  -0.185  -0.049 True
Audiovisual data
(audio + video) -0.028  -0.122  0.065 False
Feature-level fusion 0.084 -0.000 0.168 False
Decision-level fusion 0.023 -0.071 0.117 False

* MD: Mean Difference, L/U: Lower/Upper bound, Sig.: Significant difference.

we have employed Tukey-Kramer multiple comparison test,
which is a statistical testing method focusing differences of
the average value between every two groups of the multiple
groups. Family Wise Error Rate (FWER) has been set as
5%. The multiple comparison result is shown in Table V.
As a result, significant differences between nationality groups
(Japanese and Russian) have been observed when the estima-
tion model is built using the following features: behavioral
cues (eye + head/body movement), audio (vocal expression),
and video (facial expression).

These results suggest that the necessity of constructing the
model by selecting the features to be used based on the
tourist’s nationality to improve the performance of the emotion
estimation model. On the other hand, it has a possibility to
reduce the data collection cost by changing the viewpoint.
For example, for Russians, it is difficult to estimate emotion
by using facial and vocal expressions (from selfie videos),
but in contrast, eye movements and head/body movements are
helpful. It suggests the emotion estimation model can be built
without collecting videos.

2) Satisfaction estimation: The interaction plots for the
nationality effect of satisfaction estimation results is shown
in Fig. 4. Then, Table VI shows the result of the two-way
ANOVA for satisfaction estimation results.

As a result of the analysis, different from the case of
emotion, the main effect of the features used for building the
estimation model is not significant, but the main effect of the
tourist’s nationality is significant. Also, the interaction effect
is not significant. This tendency can be found in Fig. 4 except
the case of head/body movement.

From this statistical analysis, we found the tendency that
estimating the satisfaction level of Russian tourists is difficult
in comparison to Japanese tourists. To improve estimation
performance, we have to consider a better feature extraction
method and/or additional modality.

We also confirmed that there are no significant differences in
the importance of each feature to the estimation. It suggests a
possibility that can omit the devices which require a high bur-
den, e.g., Pupil Labs Eye Tracker [28] (participants is required
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Fig. 4. Interaction plots for the nationality effect of satisfaction estimation
results.

TABLE VI
RESULT OF TWO-WAY ANOVA IN SATISFACTION ESTIMATION.
TSS DF  F-value | p-value
Main effect (nationality) | 0.964 1.0 44.204 0.000 *
Main effect (feature) 0.287 7.0 1.883 0.076
Interaction effect 0.209 7.0 1.367 0.223

* TSS: Total Sum of Squares, DF: Degree of Freedom.

to use wire-connected PC during the whole sightseeing). Such
feature selection might help to realize the simple measurement.

C. Discussion

In this paper, we have confirmed that nationality affects
the contribution of features in emotion/satisfaction estimation
models using the dataset including only two nationalities,
Japanese and Russian. To get more general insights regarding
the effects of nationality, we need to expand varieties of
nationalities as future work.

This paper provides statistical analysis with the nationality
as a tourist attribute, but we consider that there are other
tourist attributes that affect the estimation model. For example,
general personal attributes (e.g., gender, age), personalities
used in tourist spot recommendation systems (e.g., Travel
Personality [31], Big Five Factor [32]). Tourist attributes such
as preferences [33] will need to be investigated in further
analysis.

In addition, tourists’ behavior during sightseeing might be
affected by the tourist sight itself. The experiments in this
paper have been conducted in two different touristic areas,
Germany and Japan. Hence, we will analyze the effects of
touristic areas to estimation models as future work. Also, the
combination of the touristic area and the tourist’s nationality
might give effects on the performance of the estimation model.
The effects of location-nationality combination should be
analyzed and discussed as future work.



The current performance of our proposed method is not
high. It suggests the difficulty of making a “general” estima-
tion model that can be applied to everyone around the world.
Howeyver, if we find tourist attributes that affect estimation
performance, there is a possibility that the estimation model
can be improved, e.g., employing multiple models and model
selection/combination algorithm based on tourists’ attributes.

V. CONCLUSION

In this study, we aim to implement a method for estimating
the emotion and satisfaction of tourists by measuring and
analyzing the behaviors during sightseeing, assuming that
the psychological status of tourists appears in the form of
unconscious behavior. Through the evaluation of the built
emotion and satisfaction estimation model, it was suggested
that differences in tourist attributes might affect the accuracy
of the estimation model.

Based on the results, in this paper, we focused on nationality
among these tourist attributes, and statistically analyzed how
it affects the emotion and satisfaction estimation model. As
a result of the two-way ANOVA, we found the interaction
effect (disordinal interaction) between tourists’ nationality
and estimation performance, the main effect in differences
of features, and the main effect in differences of tourists’
nationality. The results imply that we need to take tourists’
nationality into account for building estimation models.

As future work, we will conduct further investigation of
the effects of tourists’ attributes, e.g., personality, preferences,
gender, age, on the estimation model. Then, we will consider
a simpler estimation method, and improve the performance of
emotion and satisfaction estimation.
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